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Learning Road Network Index Structure
for Efficient Map Matching

Zhidan Liu

Abstract—Map matching aims to align GPS trajectories to their
actual travel routes on a road network, which is an essential pre-
processing task for most of trajectory-based applications. Many
map matching approaches utilize Hidden Markov Model (HMM)
as their backbones. Typically, HMM treats GPS samples of a
trajectory as observations and nearby road segments as hidden
states. During map matching, HMM determines candidate states
for each observation with a fixed searching range, and computes
the most likely travel route using the Viterbi algorithm. Although
HMM-based approaches can derive high matching accuracy, they
still suffer from high computation overheads. By inspecting the
HMM process, we find that the computation bottleneck mainly
comes from improper candidate sets, which contain many irrel-
evant candidates and incur unnecessary computations. In this
paper, we present LiMM — a learned road network index structure
for efficient map matching. LiMM improves existing HMM-based
approaches from two aspects. First, we propose a novel learned
index for road networks, which considers the characteristics of road
data. Second, we devise an adaptive searching range mechanism to
dynamically adjust the searching range for GPS samples based on
their locations. As a result, LiMM can provide refined candidate sets
for GPS samples and thus accelerate the map matching process. Ex-
tensive experiments are conducted with three large real-world GPS
trajectory datasets. The results demonstrate that LiMM significantly
reduces computation overheads by achieving an average speedup
of 11.7x than baseline methods, merely with a subtle accuracy
loss of 1.8%.

Index Terms—GPS Trajectory, hidden markov model, learned
index, map matching, road network.
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1. INTRODUCTION

ITH the increasing popularization and application of
W positioning technologies and devices, e.g., GPS sensors,
massive GPS trajectories have been collected. Due to the in-
trinsic inaccuracy of positioning systems, however, such raw
GPS trajectories need to be well pre-processed before being
used [63]. As one of the most important pre-processing tasks,
map matching aims to determine the actual travel route of a given
GPS trajectory by aligning the GPS location sequence with an
underlying road network. These matched trajectories then can
be safely exploited for many trajectory-based applications, such
as navigation [60], traffic sensing [34], traffic prediction [35],
digital map updating [6], and travel time prediction [57].

Tremendous map matching approaches have been pro-
posed [7], while many of them [8], [19], [23], [37], [41],
[49], [54] have been developed based on the Hidden Markov
Model (HMM), which is good at modeling the sequence of
GPS samples by incorporating additional features, e.g., road
connectivity and travel directions. In general, those approaches
regard GPS samples as observations and nearby road segments
as hidden states in HMM. Specifically, they determine candi-
date states for each observation by querying the road network
within a searching rage 7, and then compute the most likely
travel route by utilizing the Viterbi algorithm [41]. Although
HMM can derive high map matching accuracy [14], [45], it
incurs extremely huge computation overheads. For instance,
HMM has to involve about n x k? computations of the short-
est paths [47], where n is the number of observations in a
trajectory and k is the average number of candidate states for
these observations.

Valuable efforts have been made to reduce inference time of
HMM-based map matching approaches by exploiting parallel
computing frameworks [3], [S8] or some advanced deep learn-
ing models [26], [45], [47]. However, these approaches either
require expensive hardware resources, e.g., clustered machines,
or heavily depend on a large amount of well-labeled trajectory
data, since the deep learning models are usually data-hungry and
data-sensitive [14].

By inspecting the HMM process, we find the key to cut-
ting down computation overheads is to reduce the candidate
states for each observation. Nevertheless, existing HMM-based
approaches primarily rely on traditional index structures, e.g.,
R-tree [18], to index road network data, which may return many
irrelevant road segments and thus are inefficient. Additionally,
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these works adopt a fixed searching range ~y to search candidate
states for all observations [41], [54]. In fact, GPS positioning
errors differ greatly across various areas of a city. Specifically,
GPS performs poorly in some urban canyons, while achieving
accurate positioning in other urban areas [52]. A fixed searching
range is thus less effective in practice.

To address these limitations, we present LiMM, a Learned
road network index structure for efficient Map Matching. LiMM
is compatible with existing HMM-based map matching ap-
proaches, and improves their computation efficiency while en-
suring the matching accuracy by providing refined candidate
states. We achieve this attractive target through two ingenious
designs. First, we propose a novel learned index structure that
is particularly tailored to road network data by considering the
characteristics of road segments. Specifically, we have devised
a scaling method, which partitions the road network into regular
hexagons and then maps road segment data into one-dimensional
keys given their geographical and directional information. We
sort these keys and then employ a hierarchy of simple machine
learning models to approximate their distribution. Based on
these learned index models, LiMM supports typical range queries
for the map matching task.

Second, we further enhance LiMM’s query performance for
map matching with a reinforcement learning (RL) [27] based
adaptive searching range mechanism. Rather than adopting a
fixed « for all samples, we separately train a RL model for
each hexagon by leveraging matched trajectory samples. By
interacting with the learned road network index for training
samples, RL models record the query experiences of various
~ values, which are measured with a reward function, and can
pick the suitable searching range ~y for each incoming query. As a
result, range query with adaptive -y can effectively filter out irrel-
evant candidates. Furthermore, we propose a coverage-oriented
trajectory selection method, which heuristically chooses a subset
of raw trajectories for map matching, to quickly initialize the RL
models for all hexagons.

Based on the above designs, LiMM can effectively support
various HMM-based map matching approaches. Given a GPS
sample, LiMM chooses an appropriate searching range = for
the range query, and returns a refined candidate set to conduct
efficient and accurate map matching.

We summarize our major contributions as follows.

® We have identified the computation bottleneck of HMM-

based map matching approaches, and present LiMM to
address their limitations with improved computation ef-
ficiency and ensured matching accuracy.

® We devise a novel learned index structure particularly for

the road network data by considering the characteristics of
road segments.

® We propose an adaptive searching range mechanism for

HMM-based map matching, which can determine the suit-
able searching ranges for GPS samples based on their
locations to derive refined candidate sets.

® We conduct extensive experiments using three large real-

world trajectory datasets. Experimental results demon-
strate that LiMM significantly outperforms the baseline
methods in terms of matching time with an average

speedup of 11.7x, yet with a subtle accuracy loss of only
1.8%.!

The rest of this paper is organized as follows. Section II intro-
duces the preliminary of map matching and discusses the limi-
tations of existing approaches. Section III presents the overview
of LiMM, followed by detailed designs of learned road network
index and adaptive searching range mechanism in Section IV
and Section V, respectively. We evaluate LiMM in Section VI,
and review the related works in Section VII. Finally, Section VIII
concludes this paper.

II. BACKGROUND AND MOTIVATION

In this section, we first introduce basic concepts and define
the map matching problem. Then, we describe the general
process of Hidden Markov Model (HMM) based map matching
approaches, and further analyze their limitations.

A. Problem Definition

Definition 1. (GPS Sample): A GPS sample g; is denoted by a
triplet < t,lat,lng >, indicating that the object of interest was
located at latitude lat and longitude Ing at timestamp t.

Definition 2. (GPS Trajectory): A GPS trajectory T; is
a sequence of time-ordered GPS samples, denoted by T; =
191,92, -, 97|}, where |T;| indicates the trajectory length.

Definition 3. (Road Network): A road network (also known
as road map) is modeled as a directed graph G = {V, E}, where
each vertex v € V represents an intersection or a road end, and
each edge e € & represents a directed road segment.

Definition 4. (Travel Route): A travel route R ; is a sequence
of connected edges on graph G, i.e., R; = {e1,ea, ... 76|Rj\}’
where |R ;| is the number of edges on route R ;. Noting that the
end point of e; is the start point of e; 1.

Due to the measurement errors of GPS devices, GPS position-
ing is not precise [52]. Thus, we have to perform a procedure
of map matching to pre-process GPS trajectories for supporting
various trajectory-based applications [63].

Definition 5. (Map Matching): Given a road network G and
a GPS trajectory T;, map matching aims to determine the most
likely travel route R; that represents the sequence of road
segments traveled by trajectory Tj;.

Fig. I demonstrates a map matching example, where the input
GPS trajectory 7 2 is transformed to a travel route.

B. HMM-Based Map Matching

Although there exist many map matching approaches [7],
HMM is one of the most widely used map matching models.
Because HMM is not only good at modeling the sequence of GPS
samples, but also flexible and robust to incorporate auxiliary
data, including the road network topology and user’s mobility
information, e.g., travel speed and direction.

ILiMM is open-sourced at https://github.com/SZU-BDUC/LiMM. We hope
that LiMM can benefit the community and serve as an inspiration for future
research endeavors.

2We will omit the subscript if the context is clear.
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Fig. 1. An example of HMM-based map matching, where a GPS trajectory
T ={9g1,92, 93,94} is map matched to recover its actual travel route (i.e., the
red line) on the road network.

HMM treats each GPS sample of a trajectory as the obser-
vation, and the object’s actual location on the road, which is
to be inferred, as the hidden state. Due to GPS measurement
errors, all road segments near an observation could potentially
be the object’s actual located road (state), each of which has a
probability (i.e., emission probability). Along the timestamps in
atrajectory, the transition between two consecutive observations
is conducted by the travel probability (i.e., transition probability)
between their candidate states. The objective is thus to find the
optimal path that can properly connect one candidate state in
every observation. The object’s actual travel route can be inferred
by the Viterbi algorithm by leveraging the idea of dynamic pro-
gramming. In general, HMM-based map matching approaches
transform a trajectory to its actual travel route through three
stages, i.e., candidate preparation, transition calculation, and
Viterbi inference. Next, we will follow the typical setting in
HMM-based map matching [41] to explain each stage.

(1) Candidate preparation: To tolerate GPS positioning er-
rors, HMM considers all road segments that are within or inter-
sected with a searching circle, centered at the observation g; € T
with a radius of v, as the candidates. Specifically, HMM regards
the projection z; of g; to each candidate road segment e; as a
hidden state, and all such hidden states form the candidate set C;
for g;. For example, we can get a candidate set C; = {21, 27}
for observation g; in Fig. 1 by conducting a range query on the
road network.

By modeling GPS noises as zero-mean Gaussian distribution,
the emission probability of candidate state z; € C; is defined as

. 1 0.5 dist(ozj,gt)
p(gelz) = We < ) ) (D

where o, is the standard deviation of GPS measurement errors,
and dist(z}, g;) returns the distance between observation g; and
candidate state z;. As a result, these candidate states closer to the
observation will have larger emission probabilities than those far
away.

(2) Transition calculation: For any two consecutive observa-
tions, there may exist many combinations for their candidate
states. By assuming that the road network distance between
two hidden states should be similar to the geographic distance
between their observations, the transition probability between
state 2! ; of observation g; ; and state z] of observation g; is

Hidden states

GPS observationsi . i """ >3 . i"“"i . i """ >§ .3
g 1920 1gs G4

Fig. 2.  Viterbi inference procedure for trajectory 7 shown in Fig. 1.

calculated as

1 —a
pde) = e, 2
U

dy = |dist(gi—1,9¢) — route (Zifl’ zi) ’ ©)

where dist(g;—1, g¢) calculates the geographic distance between
observation g; 1 and g;, while route(z! ,,z]) computes the
road network distance between the two candidate states. Pa-
rameter 7 describes the difference between route distances and
geographic distances, and can be estimated from real trajectory
dataset [41]. In practice, Dijkstra or A* algorithm can be used
to compute the shortest path between two locations [54].

(3) Viterbi inference: Given candidate states for all obser-
vations in a trajectory 7, along with their associated emission
probabilities and transition probabilities, the Viterbi algorithm
makes use of dynamic programming to infer 7’s actual travel
route, which visits a sequence of candidate states linked by road
segments. The route having the highest accumulated product
value of emission probabilities and transition probabilities is
finally identified as the optimal travel route for 7.

Fig. 2 shows the hidden states for all the four observations
in trajectory 7 = {g1, g2, g3, g4 }, and the Viterbi inference pro-
cedure between these states. The red arrows represent the final
inference result, which indicates the actual travel route is the
most likely to be the one sequentially linking candidate state 21,
23, z3, and 2}.

Many HMM-based map matching approaches have already
been proposed to pre-process GPS trajectories [7], [25]. These
works usually follow the same definition of emission probability,
i.e., (1), but mainly differ in the definition of transition prob-
ability by considering different travel preferences, e.g., travel
speeds [21], moving directions [8], and route choices [59].
They incorporate such auxiliary information to optimize HMM
modeling, yet without changing underlying backbone.

C. Motivation: Road Network Index Matters

Despite having gained a great success on obtaining accu-
rate map matching results, HMM severely suffers from huge
computation overheads, which limits its adoptions in some
time-sensitive applications [17]. Formally, given a trajectory 7
consisting of n GPS samples, the computation complexity of
HMM-based map matching could be O(n - k% - 7), where k is
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Fig. 3. Visualization of candidate road segments retrieved by different index
structures, which search candidates using the blue circle or rectangle.

the average number of candidate states for GPS samples and 7 is
the computation cost for transition calculation between any two
consecutive candidate states. In particular, 7 is dominated by
the shortest path computation that would be a huge cost over a
large-scale road network graph G. Therefore, HMM-based map
matching approaches have to conduct 7 - k? times of shortest
path computation for trajectory 7, resulting in a significant
response delay.

By analyzing the HMM-based map matching procedure, we
find that the number £ of candidate states is highly relevant to
the computation cost. Existing HMM-based approaches usually
build an index structure, e.g., R-tree [4] or Quad-tree [15], to
organize road network graph G, and perform a range search
over the pre-built index with a predefined parameter vy to re-
trieve candidate states for each GPS sample. Therefore, we can
identify two factors in determining k, namely index structure and
searching range . We conduct experiments to investigate their
influences by using a representative HMM-based map matching
approach [41]. More details about the experimental settings can
be found in Section VI-A.

Impact of index structure: We organize the road network
graph G by using various index structures, including Nolndex,
R-tree [18], Quad-tree [15], and LISA [30]. Specifically, Nolndex
represents the range searches over the road network G without
index structure, and LISA is an emerging learned index structure
that uses machine learning models to generate an optimized data
layout and provides efficient search for spatial datasets [30]. In
this experiment, we fix the searching range v = 50 m for all the
index structures.

For each index structure, we perform candidate searching for
2000 GPS trajectories collected in Porto city, and report the
statistics. The average numbers of candidate states retrieved
by Noilndex, R-tree, Quad-tree, and LISA are 16, 20, 20, and
12, respectively. We find that R-tree and Quad-tree generally
obtain more candidates than Nolndex, while LISA has the fewest
candidates. A road segment is usually represented as a pair of
start and end vertices, and traditional R-tree and Quad-tree index
road segments using rectangles, e.g., the minimum bounding
rectangles (MBRs). However, rectangles are redundant in the
spatial space, and they inevitably return irrelevant candidate road
segments.

To better understand the performance of these indexes, we
visualize the query results of Nolndex, R-tree, Quad-tree, and
LISA in Fig. 3 for the same GPS sample. We find that these in-
dexes have returned different candidate sets. Specifically, R-tree

--@-- Accuracy
Il Matching time

o
3

o
>

Accuracy
Matching Time (s)

4
n

o
FS

03 10 20 30 40 50 60 70 80 90 100

Searching Range y (m)

Fig. 4. Impact of searching range ~ on map matching performance.

and Quad-tree return the same candidates, some of which are
irrelevant, due to the spatial redundancy of rectangles. On the
contrary, LISA only returns road segments that have both end-
points within the searching circle, and thus may miss the “right”
road segment. Compared to traditional indexing techniques,
learned index, e.g., LISA [30], is storage-efficient and speedy in
query processing [38]. However, existing learned index methods
are not specially designed for the road network data, and cannot
get the accurate query results.

Impact of searching range ~: In addition to the index struc-
tures, searching range ~ can also affect candidate state query.
Taking R-tree as the index structure, we conduct experiments
using 2000 GPS trajectories from Porto city to examine the
impact of v by varying its values from 10m to 100 m. Fig. 4
shows the experimental results. When ~y is small, the candidate
set is small and may miss the “right” road segment, resulting in
low matching accuracy. When searching candidate states with a
larger 7, we obtain more candidates that will include the correct
one with a high probability. The larger v can help to increase
map matching accuracy, while more candidates also incur longer
matching time, as shown in Fig. 4.

Existing map matching approaches determine the searching
range ~y by analyzing the positioning errors of massive trajecto-
ries [41], [47], and adopt a fixed ~ to retrieve candidate states
for all samples. However, GPS positioning performance varies
in different areas, leading to distinct GPS errors. In general, GPS
could work well in most urban areas, but has poor positioning
performance in some places, e.g., urban canyons. For example,
by analyzing the trajectory data of GPS-equipped buses, a recent
study [36] reports that the average GPS error is 9.1 m in urban
areas, while the error could reach 50 m in urban canyons. To
ensure the map matching accuracy, existing approaches typically
use a conservative searching range, e.g., v = 50m, and as a
result, they get many irrelevant candidates for samples that
originally have small positioning errors.

Takeaways: Existing HMM-based approaches severely suffer
from huge computation overheads, and our experiments validate
that their computation inefficiency mainly stems from inappro-
priate candidate states, due to inefficient index structures and
the conservative searching range. These irrelevant candidate
states will incur substantial unnecessary computations, and thus
significantly increase the matching time.
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In response, we present LiMM, a solution with (i) a novel
learned road network index structure, which is tailored for
road network data for fast map matching; and (ii) an adaptive
searching range mechanism that can adjust y across different
areas based on GPS error distribution. Based on the two key
designs, LiMM can provide refined candidate states for existing
HMM-based approaches and greatly improve their computation
efficiency.

III. OVERVIEW OF LiMM

Architecture: Fig. 5 illustrates the framework of LiMM, which
consists of two key modules, i.e., learned road network index
and adaptive search range. At the high-level, LiMM takes road
network graph G and GPS trajectories as input and enhances
existing HMM-based map matching approaches to process each
trajectory in an accurate and efficient way.

® The learned road network index module (Section I'V) aims
to index road network data and retrieve candidate states
for each GPS sample. This module represents each road
segment e € £ as unique and sortable keys through a
novel scaling method by considering both geographical
and direction information of e. Then, LiMM builds a set of
machine learning models to approximate the order of these
scaled keys. In addition, query processor of this module
can conduct the range query, given a GPS sample g; and a
searching range -, on the learned models, and return a key
set C; to HMM-based map matching approaches as refined
candidate states.

e The adaptive searching range module (Section V) learns
appropriate searching ranges for different locations accord-
ing to their GPS error distribution by analyzing the already
matched GPS trajectories. To speedup the learning, LiMM
carefully selects a subset of GPS trajectories that can cover
as many road segments as possible for the initial map
matching, and then exploits the matched trajectory dataset
to train a reinforcement learning model via Q-learning.
The learned searching ranges are stored in Q-tables as
the experiences for future uses. Once a GPS sample g;
is coming, this module picks up a searching range ~y given
g;’s location and sends the ~ value to the learned road net-
work index module for range query execution. Noting that
these experiences can be continuously updated by learning
from newly matched trajectories. Therefore, the impact of

s 4 (‘Dkeyp oy X ([+ 1)+ ¢y X5+ c3 X [dist(0p41,p)]

scaling
ﬂ training

(@) Learned Models

o [T

Fig. 6. Illustration of learned index models for the road network.

GPS error variations due to environmental changes, e.g.,
building demolitions, can be eliminated.

Workflow: Assuming that both learned index models and
QO-table experiences have been successfully initialized, LiMM-
enhanced map matching works as follows. Given a GPS tra-
jectory T; = {g1,92,---, 9,7, }, each GPS sample g; € 7; is
sent to the adaptive searching range module to obtain a suitable
parameter . Using g; and -y, the query processor retrieves a
set C; of keys as the query result from the learned models. The
HMM-based map matching approach regards C; as candidate
states for g;, and derives candidate states for other samples
in 7; following the same operations. After all candidates have
been prepared, the map matching approach executes transition
calculation and Viterbi inference, and recovers the actual travel
route R;. Atlast, 7; and R; are saved in the database and used
to update the experiences via reinforcement learning later.

IV. LEARNED ROAD NETWORK INDEX

As shown in Fig. 5, the learned road network index module
of LiMM consists of three components, i.e., road segment repre-
sentation, learned models, and query processor.

Furthermore, as illustrated in Fig. 6, we present the process by
which LiMM represents road segments as keys and employs ma-
chine learning models to approximate the distribution of sorted
keys. LiMM conducts a range query on the learned index models
when given a GPS sample and a searching range. The outcome
of this range query is a set of keys representing candidate road
segments for the given sample in map matching tasks.

A. Road Segment Representation

One important step of learned index is to transform multi-
dimensional data, where road segments can be represented as
four-dimensional data with the coordinates of start and end
vertices, into one-dimensional keys, which can be easily sorted
and approximated. To this end, a scaling method is required
to group these multi-dimensional data points according to their
distribution and project them into one-dimensional keys. The
derived keys should preserve the proximity of road segments,
i.e., spatially adjacent road segments have similar keys, and more
importantly each key corresponds to one and the only one road
segment.

Inspired by the idea of iDistance index [24], we pro-
pose a novel scaling method that can assign one-dimensional
keys to road segments by leveraging their geographical and
directional information. Specifically, iDistance index is a
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well-known reference-based scaling method, which maps one
multi-dimensional data point p into a one-dimensional key based
on key = ¢ x i + dist(0;,p), where o; is the closest reference
point to p and ¢ is the reference index, c is a constant parameter
to partition the multi-dimensional data points into predefined
ranges, and dist(o;, p) calculates the distance between reference
o; and p. In LiMM, we extend the idea of iDistance index by
considering the characteristics of road segments and mapping
them to their keys through the following two operations.

(1) Determining references: To determine a set of suitable
reference points for the road network G, we partition G using
regular hexagons with a parameterized side length L. Compared
to circles or grids, regular hexagon can be easily operated, and
meanwhile it is the closest geometry to a circle. In addition, the
distance between the centroid of a hexagon and any data point
falling within the hexagon can be well bounded by parameter
L. The centroid of each hexagon thus serves as the reference for
neighboring data points. To distinguish these reference points,
we regard the central hexagon of graph G as the origin, and assign
hexagon IDs in a spiral pattern. The ¢-th hexagon is denoted by
H;, and its centroid is treated as reference point o;.

As road segments are not evenly distributed in a city, some
hexagons may contain significantly more road segments than
others. To guarantee that we can obtain distinguishable keys for
all road segments, if hexagon H; covers too many road segments,
e.g., > A, it will be further divided into seven sub-hexagons with
side length as % The sub-hexagons are assigned IDs based on
index i. Specifgally, the central sub-hexagon is labeled as 7.0,
while other sub-hexagons are spirally assigned IDs from 7.1 to
1.6. The left part of Fig. 6 shows how we divide a hexagon
and re-number these sub-hexagons. Moreover, each hexagon is
divided into six blocks, each of which corresponds to different
directions with respect to the hexagon’s centroid. The blocks
are numbered spirally from By to Bs, as shown in Fig. 6. By
doing this, a road segment can be located more precisely by both
hexagon and block.

(2) Assigning keys: Using the hierarchical hexagons and the
reference points, any road segment e € £ can be coarsely de-
scribed by three parts: hexagon H;, direction block B; of H;,
and distance to centroid o; of H,;. However, a road segment
may pass through more than one block of a hexagon or even
several hexagons, leading to multiple keys for one road segment.
To compute all keys for road segment e, we complete the key
assignments as following steps:

(D In addition to the start and end vertices of road segment
e, we generate b virtual points by sampling along e, such that
these virtual points can equally divide segment e. In practice,
it is extremely rare for two road segments to completely over-
lap. Therefore, aside from the start and end vertices, any two
road segments are unlikely to share common virtual points.
To mitigate the issue of common points like the start or end
vertex, we associate the start vertex only with its corresponding
road segment e. Consequently, the b + 1 points form a point set
P, ={puJu=1,2,...,b+ 1} for road segment e.

() For each point p,, € P, we find the closest reference point
0; to p,, and thus determine its locating hexagon H,. Noting
that H; could be a sub-hexagon. Regarding true north as the

zero-degree direction, we calculate a direction 6,, from p,, to
0;, and determine the block index as B; = [%“1, where w is a
predefined parameter. For each point p,,, we thus obtain a triplet
< pu, H;, B j >

(3 We classify all triplets into groups, where each group
shares the same H; and B;. For each group, we find the minimum
distance, denoted by dist(o;,p), between each point p of this
triplet group and reference o;. We can then compute a key for
this triplet group as

keye = c1 X i+ co X Bj + c3 x [dist (0;,p)], %)

where c1, ca, and cg3 are parameters that serve to partition data
points into predefined ranges, stretching the ranges differently
based on their values. By calculating a key for each triplet group,
we thus derive a set of keys for e. Different from previous
learned index techniques [38], we generate multiple keys for
each road segment. This is because each road segment consists
of numerous points, and we do not want to miss any candidate
road segments when querying the index for each GPS sample.

The appropriate settings for parameters c;, ¢y, and c3 are
contingent upon the distribution of road segments. These pa-
rameters are crucial for generating keys without false positives,
which are caused by mapping road segments far from each other
to the same key. In principle, by properly setting the scaling
parameter c¢; and co, we can ensure that road segments falling
into different hexagons and blocks have keys in distinct ranges.
Similarly, with appropriate setting of parameter c3, we can
distinguish the keys of neighboring points belonging to different
road segments. Since we have associated the start vertex with its
corresponding road segment, any two road segments rarely have
common points, ensuring that the key generated by (4) uniquely
corresponds to one and only one road segment.

B. Learned Models

Once the scaling keys for all road segments are obtained,
we sort these keys and then build learned index models to
approximate the distribution of these sorted keys.

Structure: Several learned index structures are available in
the literature [38], while we utilize the popular recursive model
index (RMI) structure [28] to index road segment keys, due to
its simplicity and efficiency. Rather than building one single
model, RMI builds a hierarchy of models, which searches the
position of a given key in multiple stages. Given an input key, the
model at each stage provides a prediction for picking a model
of the next stage, or the position of the key when the final stage
is reached. The multi-stage models approximate the cumulative
distribution function (CDF) of a sorted array, modeled as y =
F(z) x N, where x is the lookup key, NV is the number of keys,
F(-) is the CDF approximator that estimates the proportion of
keys less than the particular lookup key x, and y is the estimated
position. While imperfect, RMI can guarantee that the lookup
key is within the proximity of predicted position vy, i.e., [y —
0,y + ¢] with bounded error ¢. An advantage of learned index
is that it will never produce an incorrect search bound [38].

We realize the learned road network index using RMI, as
illustrated in Fig. 7, which is a three-stage model in accordance
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Stage 1

Stage 2

Stage3 -°*

position y, error §

Fig. 7. A hierarchy of models for indexing road segment keys.

with road network partitions. The CDF approximator for road
segment keys and their positions is composed of a single stage-
one model f;, a number of stage-two and stage-three models.
Intuitively, we exploit the stage-one model to predict which
hexagon the input key belongs to, and utilize each stage-two
model f& to approximate the CDF of keys within a hexagon.
If a hexagon has been divided into sub-hexagons, the RMI
model will further make the corresponding stage-two model
to predict which sub-hexagon the input key belongs to, and
key/position pairs of each sub-hexagon will be modeled by a
stage-three model fJ. Therefore, the top stage model provides a
rough position of the lookup key, while the bottom stage model
improves the prediction. As a position y is predicted with a
certain error d that could be known when training the model, we
search for the correct position within error bound [y — §, y + .
Since keys are sorted in an ascending order, binary search can
be adopted to speed up the searching.

Training: We implement the model in each stage as a linear
regression model. Despite its simplicity, the linear regression
models are sufficient to approximate a subset of the given
key/position dataset, leading to accurate and fast searching. Once
we obtain the keys for road segments, we sort and store them
in the memory as <key, position> pairs, which are used as a
dataset for index model training. Formally, let (x, y) € D be the
set of key/position pairs in the dataset, we train the RMI model
by adjusting the parameters in each stage model, i.e., f1 fﬁ, and
/3, to minimize the loss:

> (Flx)—y)*. (%)

(z,y)eD

We train the RMI model in a top-down manner. Specifically,
we first train the stage-one model, and fine-tune the predictions
by training stage-two models, followed by training over stage-
three models if necessary. We thus iteratively train each stage
model to build the complete RMI model.

Extensibility: While the road network in a developed city is
relatively static with rare constructions or removals of road seg-
ments, the RMI model is still extensible in inserting or deleting
key/position pairs due to possible road changes. As suggested
by [12], we should periodically create additional gaps in the
key array to keep a sufficient number of gaps for supporting
fast insertions. In general, the insertion or deleting operations
require O(N + ) time, where N is the size of dataset D and
is the number of road segment keys to be inserted or deleted.

C. Query Processor

For the map matching task, we mainly concern range query
on the learned index. Formally, given a GPS sample g and a
searching range 7, the query processor is expected to return a set
of road segment keys, where the geographical distance between
each found road segment and ¢ is no more than . LiMM processes
such a range query in three steps:

(D We identify the hexagons (or sub-hexagons) set H,, that
overlaps with the searching circle centered at g with a radius
of ~. To this end, we compute the distance between each ref-
erence point o; and g, denoted by dg,, and add the associated
hexagon (or sub-hexagon) into H if dgo < deqge + v, Where
dedge = @L indicates the distance from centroid o; to any side
of hexagon H;.

(2) For the overlapping area associated with hexagon H; €
H,, we compute the shortest distance dpi, and the longest
distance d,,x from reference point o; of H; to the area. Specif-
ically, if dgo < 7, the shortest distance dy,in = 0 because the
circle’s center g is within the hexagon’s range; Otherwise,
dmin = dgo — v. Therefore, we have the following formula for
the shortest distance calculation:

0, if0 <dgo <;
dmin = . (6)
dgo -7, ify< dgo < dedge +7.

Similarly, we have the following formula for the calculation of
longest distance d,ax through analysis of geometrical relation
between hexagon H; and the searching circle:

dgo +7, ifdgo+ 7 < dedge;
4. = dedge, ifdgo +v > deqge and dgo < degge;

dgo + v, ifdgo > degge anddg, +v < L;

L, if dgo > degge and dgo +~ > L.

(N

Additionally, by leveraging the reference point o, and the

uppermost and lowermost points of the overlapping area, we

can derive the minimum block index B,y,;,, and maximum block

index Bax. According to the key assignment scheme in (4), we

estimate the low bound key key; and upper bound key key,, for
this overlapping area using (8) and (9), respectively.

keyl =c1 X i+ ¢y X By +¢3 X dmin (8)
keyu =c X 1+ Ca X Bmax +c3 X dmax (9)

We then separately input key; and key,, into the learned index
models, and obtain the position searching bound [y; — &;, y; +
8] and [y, — Oy, Yu + 9,] for key; and key,,, respectively, where
y; and y,, are the predicted positions of key; and key,,, respec-
tively, and §; and ¢, are the corresponding error bounds. At
last, we scan the two searching bounds to retrieve the keys of
candidate road segments in this overlapping area.

(3) We repeat step (2) for all hexagons in H,, and merge these
derived key sets to form the final query result K, which includes
all candidate road segments for sample g.

As one road segment may have multiple keys, we map the
keys in K, back to their corresponding road segments, which
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together form the candidate state set C, of sample g for the map
matching operations, as shown in Fig. 5.

V. ADAPTIVE SEARCHING RANGE

Rather than adopting a fixed searching range  for candidate
preparation, LiMM uses an adaptive 7y, which can vary across
different areas according to the GPS positioning errors.

A. Searching Range Determination Modeling

A straightforward way to finding suitable ~y is to treat the
average GPS error of trajectory samples collected within each
hexagon H; as its searching range. However, this approach omits
the road network index, and thus may produce inappropriate
query results, e.g., missing the “right” candidate or returning
too many irrelevant candidates.
To determine the suitable searching range  for hexagon H;,
we have to extensively query the road network index with differ-
ent «y values for a given GPS sample and examine the candidate
set. The best v value for each hexagon H; should find the
“right” candidate road segment while minimizing the candidate
sets for most GPS samples located within H;. To this end, we
model the searching range determination for hexagon H; as a
Markov Decision Process (MDP) problem, where road network
index is viewed as the environment and a given map matching
algorithm is the agent. Specifically, our MDP is formally defined
as follows:
e State s: We treat each possible searching range value as
a state. Considering the typical GPS errors in an urban
city, we set the maximum searching range value as yax =
100 m [52], and discrete the possible values with a gap of
A = 5 meters. Therefore, we have in total 20 states, i.e.,
S =1[5,10,15,...,95,100].

® Action a: Given current state s, the agent may have at most
three possible actions to adjust the searching range. Specif-
ically, a = 1indicates to increase s by A, a = —1 means to
decrease s by A, while a = 0 will keep s unaltered. Noting
that, state s = 5 has two actions only, i.e.,a = 1 or 0, while
state s = 100 also has two actions as a = —1 or 0.

e Reward r: As the feedback from the environment, a reward
r is calculated to evaluate the action given current state. In
our problem setup, for a given GPS sample g we prefer
the state s that can retrieve a refined candidate state set C,
over the road network index. In particular, the refined set C,,
must contain the “right” candidate state for g. Therefore,
we define the reward function as follows:

~¢(CLg)

AEZY (10)
|C¥

where s’ is the next state after applying an action on state s,

\(C;' | is the size of candidate set for GPS sample g given the

searching range s’. In addition, qS((C';/, g) indicates whether

set (CZ/ contains the “right” candidate state for g. If it does,
(;S((C_f]’,g) = 1; otherwise qS((CZ’,g) =0.

Offline training: The goal of the MDP is to find the optimal

strategy, which guides the decision-making at each state based

Algorithm 1: Q -Learning for Hexagon H;.

Input : Samples Gy, learning rate «, discount factor
B, gap A
Output: Learned experiences Q(s, a)
1 Initialize Q(s, a) with zeros for all states and actions;
2 for epoch = 1 to max-episodes do
Initialize state s = smax;
forstept =1 to |Gg,| do
Retrieve a GPS sample g < Gg, (t);
Select an action a with e-greedy policy;
Update state s’ + s+ A x a;

Obtain (Cf,/ by querying the road network index
with g’s location and searching range s’;

9 Compute reward r using Eq. (10);

10 Update Q(s, a) value using Eq. (11);

® N U R W

on estimating the state-action value function (i.e., Q-function)
of the agent. Based on the above MDP modeling, we exploit the
reinforcement learning (RL) algorithm [27] to learn the suitable
searching ranges for all hexagons. To that end, LiMM will employ
tabular Q-learning to approximate the Q-function. Q-learning is
an off-policy, value-based RL algorithm to learn the value of an
action in a particular state, and can produce a state-action value
table (i.e., Q-table) to indicate the best action for a particular
state. Given the input training dataset, Q-learning dynamically
updates the Q-table through exploitation and exploration with
the e-greedy policy [56].

To speedup the model training, we directly take some well
map-matched GPS trajectories as the input. More specifically,
we make use of GPS samples and their matched road segments
to calculate the rewards, as expressed in (10). By classifying
those GPS samples into different hexagons based on samples’
locations, we then exploit GPS samples of each hexagon H;,
denoted by G, , to separately learn a O-table for hexagon H,.

Algorithm 1 presents the pseudocode of Q-learning frame-
work of adaptive searching range determination for hexagon
H;. The algorithm takes samples G, as the input, and outputs
the learned Q-table for hexagon H;. At first, the values in
Q-table are initialized as zeros. Then, it continuously updates
the Q-table for a predefined episodes based on the training data.
In each episode, the algorithm initializes state s as the maximum
searching range, i.e., symax (line 3), and then uses all samples to
dynamically update the state-action value function (line 4-10).
At each step, it retrieves a GPS sample g, and chooses an action
a with e-greedy policy. By interacting with the road network
index, the algorithms computes immediate reward using (10).
The total Q-value is updated as:

Qls, ) & Q(s,a) + alr + fmaxQ(s', ) — Qs, )], (11

where « is the learning rate and /3 is the discount factor.
Online use: Once the Q-table for hexagon H; has been
learned, we can get the appropriate searching range v for GPS
samples that fall within H; to search their candidate states over
the road network index. Specifically, according to the historical
experiences stored in the Q-table, we take y as the state owning
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Algorithm 2: Heuristic Trajectory Selection Method.

Input :Candidate trajectories T, all hexagons H,
budget B
Output: Selected trajectories S
1S=0;
2 while |S| < B d

3 Htemp - H/

4 while Hyepnp/=0 do

5 H, = argminH*,lt{\Hk.lt\, VHy € Htsmp}}
6 T; = argmaxr, . n{|7-.lh|, YT. € H;.lt};
7 for Hy, € T;.lh do

8 Remove Hj, from Hiemp;

9 L Remove T; from Hy.lt;

10 Add trajectory 7; into S;

11 Remove trajectory 7; from T;

12 if [S|==8 then

13 | break;

the highest Q-value, i.e.,

v = argmax Q(s*,a). (12)
s*eS

In principle, such a searching range 7 can return refined can-

didate sets for most GPS samples. While for few special cases

that miss the “right” candidate road segment, we can gradually

increase v by A for the next candidate searching.

B. Coverage-Oriented Training Trajectory Selection

Since the RL model needs map matched GPS samples for
computing Q-tables for all hexagons, it is necessary to carefully
select a subset of trajectories for the initial map matching. These
matched trajectories then can serve as the bootstrap to quickly
initialize the Q-tables, which can speedup the consequent map
matching tasks. Moreover, the follow-up map matched trajectory
data would be fed into the RL model to further update the
experiences in Q-tables.

There are two requirements for the selection of raw tra-
jectories. First, we would like to leverage as few trajectory
data as possible to learn the experiences, due to the expensive
computation overheads of map matching. Second, GPS samples
of those selected trajectories should fully cover all hexagons and
be sufficient for each hexagon to learn its Q-table. To this end, we
propose a coverage-oriented trajectory selection method, which
selects training trajectories in a heuristic manner.

Given the budget B of raw GPS trajectories to select, our
method iteratively selects trajectories that can maximize the
hexagon coverage. For each trajectory 7; in candidate set T,
we transform its GPS samples into a sequence of hexagons,
which is denoted by 7;.lh, according to the samples’ locations.
In addition, for each hexagon H,;, we also maintain a list to
record the trajectories that pass through hexagon H;, which is
denoted by H;.lt. Based on these information, we run Algorithm
2 to select B trajectories from T. We iteratively select GPS
trajectories to cover all hexagons Hl, and repeat for multiple
times to guarantee that each hexagon can be covered by sufficient
trajectory samples. Specifically, in each iteration (line 4-13), we
first find the hexagon I, that owns the fewest pass-by trajectories

TABLE I
STATISTICS OF THE THREE GPS TRAJECTORY DATASETS

Dataset  Road network (|V|,|£])  # of traj.  # of samples
Chengdu (8319, 16791) 224288 19662685
Porto (78099, 149781) 1796067 50685451
Shenzhen (143501, 262425) 914524 27212627

(a) Chengdu (b) Porto (c) Shenzhen
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Fig. 8. Density distribution of trajectory lengths for the three datasets.

(line 5), and then select the trajectory 7; from H;.l¢ that has
passed the most hexagons (line 6).

VI. PERFORMANCE EVALUATION
A. Experimental Setup

Datasets: We conduct extensive experiments to evaluate LiMM
using three real-world GPS trajectory datasets: (i) Chengdu
dataset includes the GPS trajectories of ride-hailing vehicles,
which record their status every 1 s, in Chengdu city, China.
This dataset was publicly released by Didi’s GAIA initiative.
(if) Porto dataset contains taxi trajectories in Porto city, Portugal.
Each taxi reports a GPS sample every 15 seconds. This dataset
can be publicly accessed in Kaggle [2]. (iii) Shenzhen dataset
contains GPS trajectories that are generated by buses and taxis
with an average sampling rate of 10 seconds in Shenzhen city,
China. The dataset is provided by our collaborator for research
purpose only. In addition, we have downloaded the road net-
work data from OpenStreetMap (OSM) [1] for the three cities,
respectively.

Table I presents statistics about the datasets. Specifically, we
have the largest road network in Shenzhen dataset, while we have
the most trajectories/samples in Porfo dataset.

We analyze the distribution of trajectory length, i.e., the
number of GPS samples in each trajectory, and visualize the
results in Fig. 8. We find that Porto and Shenzhen datasets
contain more short trajectories with less than 50 GPS samples,
while the density distribution of trajectories in the Chengdu
dataset is relatively more uniform. We classify GPS trajectories
into three categories as short, medium, and long according to
their lengths. For performance evaluation, we will randomly
select 5000 trajectories from each dataset for the experiments,
which consist of short, medium, and long trajectories with
the compositions following the density distribution profiled in
Fig. 8. Table II shows detailed information about the selected
experiment trajectories.

Baselines: We realize a famous HMM-based map match-
ing algorithm [41] as the underlying backbone, which invokes
a given indexing method to search candidate states for GPS

\uthorized licensed use limited to: The Hong Kong University of Science and Technology (Guangzhou). Downloaded on January 02,2025 at 02:58:28 UTC from IEEE Xplore. Restrictions apply



432 IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL. 37, NO. 1, JANUARY 2025

TABLE I
COMPOSITION OF SELECTED GPS TRAJECTORIES FOR THE EXPERIMENTS,
WHERE #§ REPRESENTS THE NUMBER OF GPS SAMPLES AND #7 REPRESENTS
THE NUMBER OF TRAJECTORIES

Catego Chengdu Porto Shenzhen
8O 5 T | #5 | #T ) #T
Short 0~50 2000 | 0~25 | 2500 0~50 3500
Medium | 51~100 | 2000 | 26~50 | 2000 | 51~100 | 1000
Long >100 | 1000 | >50 500 >100 500
Total | 357532 | 5000 | 143413 | 5000 | 206576 | 5000

samples. We compare the performance of LiMM with the fol-
lowing indexing methods.

® Quad-tree is a spatial index structure [15] that recursively
subdivides the two-dimensional space, e.g., a road network
G, into four quadrants until the number of spatial objects,
e.g., road segments, in each quadrant is smaller than a
predefined threshold. To identify candidates for a GPS
sample with a searching range v, Quad-tree obtains the
quadrants that intersect with the searching circle, and then
examines each candidate in the intersected quadrants.

® R-tree is another traditional tree-based spatial index struc-
ture [18] that groups nearby objects, e.g., road segments,
and represents them with their MBRs in the upper level of
the tree. Each leaf node of R-tree contains only one object.
To query candidate road segments for a GPS sample g with
searching range vy, R-tree first constructs a query rectangle
that centers at g with side length as 2 x «. Then, R-tree
traverses the tree and returns these objects, whose MBRs
have intersected with the query rectangle.

e [ISA is the state-of-the-art learned index structure for
spatial data [30]. Given an arbitrary spatial dataset, LISA
maps spatial data into one-dimensional values, and then
learns a set of machine learning models to generate the
searchable data layout in disk pages. For the given road
network data, we transform each road segment into a
four-dimensional spatial point with the coordinates of start
and end vertices, and then employ LISA to build the learned
index. LISA supports range query by constructing a query
rectangle using a GPS sample g and searching range v as
the input. However, spatial points derived by LISA need
to be mapped back to road segments according to their
start/end coordinates.

e LiMM-50 is one variant of our LiMM. The only difference
with LiMM is that this variant adopts a fixed searching range
~v = 50 m to search candidate states.

Performance metrics: To generate ground truth travel routes
for the experiment GPS trajectories, we utilize HMM-based map
matching algorithm [41], which adopts the R-tree index structure
with a conservative searching range v = 100 m, to map raw
trajectories to the road network for obtaining their actual travel
routes. Following the previous work [45], we define the matching
accuracy for a given trajectory 7; as follows:

len(R:NR:)

len(Ry) (13)

accuracy =

TABLE III
MAJOR PARAMETER SETTINGS, WHERE THE DEFAULT VALUE IS MARKED IN
BoLD
Parameter | Values

10, 25, 50, 75, 100 (1n)
250, 500, 750, 1000 (1)
15, 30, 45, 60, 75, 90 (°)
64, 128, 256, 512, 1024

Searching range -y
Hexagon side length L
Block degree threshold w
Capacity threshold A

where R; and R} are the mapped travel route by a given method
and ground truth travel route for trajectory 7;, respectively.
Additionally, R} (| R; indicates the correctly matched road seg-
ments, and function len(-) calculates the road network distance
for a given travel route. This metric favors indexing methods that
can return query results containing the correct road segments.
Higher values of accuracy indicate that the indexing method
more precisely identifies the correct road segments. We also
record the end-to-end matching time for each trajectory 7;.

To evaluate query processing performance of indexing meth-
ods, we utilize the metrics of the number of candidates, hit ratio,
and query time. For a given GPS sample g and searching range v,
each indexing method will query the index structure and return
a candidate set C,. Hence, the number of candidates is |C,|,
and query time is the execution time for an indexing method
to obtain C, upon receiving the query. The hit ratio is defined
as the fraction of samples for which a method has retrieved the
“right” road segments.

For performance evaluations, we only report the average
experimental results for all performance metrics.

Implementation: We implement LiMM and other baseline
methods in Python 3.7. We have carefully tuned the parameter
settings of baselines to achieve their best performance, and fix
their searching range v = 50 m. To evaluate LiMM, we examine
different sizes of hexagons by varying side length L. If the
number of road segments covered by a hexagon exceeds the
capacity threshold A, this hexagon will be divided into sub-
hexagons with side length as - . Each hexagon (or sub-hexagon)
is also divided into blocks every w degrees. To produce unique
keys for road segments, we set the scaling factors in (4) as
c1 = 10000, co = 1000, and ¢z = 1. To train the RL models,
we set learning rate « = 0.1, discount factor 5 = 0.8, and select
actions withe = 0.9 probability. We set the budget B = 2000 for
training trajectory selection. Table III shows the major parameter
settings.

All experiments are conducted on a server with CPU of
Intel(R) Core(TM) 17-10700K 3.80 GHz and memory of 32 GB.

B. Performance Comparison

Accuracy: Table IV summarizes the matching accuracy re-
sults of all methods over different trajectory categories across
the three datasets. We have the following key observations.

(1) In general, each method can achieve a higher matching
accuracy when the processed trajectories become longer. This is
because the HMM model can infer hidden states more accurately
with more observations, i.e., GPS samples.
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TABLE IV
OVERALL PERFORMANCE COMPARISON FOR DIFFERENT INDEXING METHODS ON THE MATCHING ACCURACY

Method Chengdu Porto Shenzhen
Short | Medium | Long | Owverall | Short | Medium | Long | Owverall | Short | Medium | Long | Overall
Quad-tree | 0.979 0.988 0.995 0.989 0.968 0.987 0.992 0.983 0.984 0.994 0.997 0.992
R-tree 0.979 0.988 0.995 0.989 0.968 0.987 0.992 0.983 0.984 0.994 0.997 0.992
LISA 0.733 0.761 0.786 0.768 0.709 0.715 0.718 0.715 0.496 0.533 0.545 0.527
LiMM-50 0.976 0.986 0.992 0.987 0.965 0.985 0.990 0.981 0.976 0.989 0.994 0.987
LiMM 0.949 0.967 0.981 0.971 0.960 0.981 0.988 0.977 0.931 0.968 0.983 0.963
[7777] Quad-tree B R-tree FEEEH LISA I Liv1-50 I Lt | 2
i 18
% 12'
0 z |
o (b) Porto ko 3? """"""
0 Chengdu F
Dataset
s Long Overall Fig. 10. Comparison on the average size of candidate sets.
(c) Shenzhen
Fig. 9. Overall performance comparison on matching time. TABLE V
COMPARISON ON THE QUERY TIME (UNIT: MS)

2) Quad-tre'e and R-tr'ee derive the best .matching accuracy City | Quad-tree | R-tree | LISA | LiMM-50 | LiMM
acroﬁ sall eXpe“lrlnzmS'L\mﬁlg%e Sag.le searching ra?j’w - ‘:’10 M TChengdu | 0411 | 0453 | 66.695 | 0462 | 0309
as the two met ods, LiMM-50 achieves comparable matching Porto 1.317 0.809 | 78.157 0.755 0.425
accuracy, with an average gap of only 0.3%. Shenzhen |  1.746 0512 | 67.296 | 0583 | 0.409

(3) The learned index LISA has the lowest matching accuracy.
This is because LISA only returns the road segments, whose
start and end vertices both fall into the searching circle, as the
candidates, and thus will miss many “right” candidates, resulting
in poor matching accuracy.

(4) With adaptive searching ranges, LiMM can achieve rea-
sonably high accuracy. Compared to the best results, LiMM has
only, on average, 1.9%, 0.6%, and 2.9% accuracy reduction on
the Chengdu, Porto, and Shenzhen dataset, respectively. Overall,
LiMM has comparable matching accuracy as Quad-tree/R-tree,
with an average gap of only 1.8%.

Computation efficiency: We compare the matching time of
all methods in Fig. 9, where logarithmic scale is applied to the
y-axis for clear comparisons. Since the computation complexity
of HMM model is highly related to the trajectory length, each
method will take more time to map match a trajectory when it
contains more GPS samples, just as shown in Fig. 9. Across
all the experiments, our methods, both LiMM-50 and LiMV, can
complete the map matching tasks much faster than the other
three methods. Moreover, LiMM further accelerates LiMM-50 with
a considerable speedup, e.g., on average enhancing the map
matching process by 5.8 . According to the results in Fig. 9,
LiMM significantly outperforms Quad-tree, R-tree, and LISA in
terms of computation efficiency, with an average speedup of
10.3x,11.4x, and 13.3 x, respectively, across the three datasets.

Query processing: To better understand the results shown in
Fig. 9, we further compare the average number of candidates

returned by different indexing methods in Fig. 10. We observe
that LiMM derives the smallest candidate sets, when compared
to other methods, over the three road networks. Although LISA
obtains the second smallest candidate sets, it needs to transform
the query results back to specific road segments, introducing
extra post-processing time. Therefore, the overall matching time
of LISA is much greater than LiMM, as shown in Fig. 9. Even
with the same searching range v = 50 m as Quad-tree and R-
tree, LiMM-50 retrieves much fewer candidates. It implies that
the two traditional index structures are still redundant on the
query results, while LiMM can precisely represent and index road
segments, which benefits the map matching task to derive refined
candidates.

Furthermore, we compare the query time of different methods
in Table V. Specifically, R-tree is generally more efficient than
Quad-tree, while LISA has the longest query time, due to the
post-processing operations. LiMM is the most efficient on query
processing. As LiMM can adaptively adjust the searching range,
it performs better than LiMM-50 and can return the candidate set
for each GPS sample within 0.5 ms.

Construction costs: Fig. 11 shows the index construction
costs of all methods over the three road networks. Due to the
varying distributions of road segments, each method consumes
different time to construct the road network index, which may
occupy different memory space. In terms of construction time,
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LiMM needs a bit more time than other methods, except on the
Chengdu’s road network. While the index construction of LiMM
is considerably prompt, as LiMM only takes 67.7s to build the
index for Shenzhen’s road network, which is pretty large. In fact,
we can save the pre-built index on the hard disk, and load it into
memory within only a few seconds (i.e., 0.5s ~ 5s), as shown
by “LiMM (load)” in Fig. 11.

The index size of LiMM is comparable with traditional index-
ing methods, e.g., Quad-tree. The index size of LiMM is less than
75.0mB, which is negligible for modern machines.

C. Detailed Evaluations

Effectiveness of adaptive searching range ~y: We conduct
experiments to evaluate the query performance by comparing
different  values with adaptive searching range using the Shen-
zhen dataset. In principle, a larger y generates a greater searching
circle, which can find more candidate states (see Fig. 12(a)),
leading to a longer query time (see Fig. 12(b)) and a higher
hit ratio (see Fig. 12(c)). Instead of adopting a fixed ~ value,
LiMM adjusts the searching range for each area by analyzing
historical trajectory data via RL models. Fig. 12 shows that our
adaptive searching range can derive the most refined candidate
sets, e.g., reducing irrelevant candidates up to 405% compared
to v = 100 m, yet with a moderate query time, i.e., 0.5 ms, and
a high hit ratio, i.e., 97.6%.

Effectiveness of coverage-oriented trajectory selections: To
derive the adaptive searching range for each hexagon, LiMM
needs to train a RL model using a set of map matched trajectories.

Rather than randomly selecting the training trajectories, we
propose a heuristic method that aims to fully cover all hexagons.
We conduct an experiment to compare the random and our
heuristic method in the Shenzhen dataset, which has the most
hexagons as 2249. In this experiment, we set the trajectory
budget B = 2000. As shown in Fig. 13(a), our heuristic method
achieves 100% hexagon coverage using only 1400 trajectories,
whereas the random method merely covers a maximum of 70.3%
of the hexagons. In addition, our method covers each hexagon
H; multiple times, so that we can have sufficient samples to learn
H;’s suitable searching range.

Fig. 13(b) compares the map matching performance of dif-
ferent trajectory selection methods. Compared to the fixed
v = 50m setting, both random and heuristic methods greatly
improve the matching time by 3.0 x and 6.4 <, respectively, at the
accuracy loss of about 1.9% and 2.4%, respectively. If a hexagon
is not covered by any trajectory samples, we cannot derive its
adaptive searching range, and LiMM has to adopt the default
v = 50 m setting. This is why random method has a bit higher
accuracy than the heuristic method. With the learned adaptive
searching range, heuristic method outperforms random method
in terms of matching time with an improvement of 45.9%.

Impact of hexagon settings: The hexagon settings, including
side length L, block degree threshold w, and capacity threshold
A, determine the key assignments for road segments (see (4)),
and thus affect LiMM’s query performance, especially on the
evaluation metric of query time.

We test various hexagon sizes by varying L. Fig. 14(a) shows
that too small or too large hexagons will result in a longer query
time. This is because a given searching circle may overlap with
more hexagons if L is small, and LiMM has to verify many
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irrelevant candidates. On the other hand, large hexagons usually
contain more candidates, which also increase the query time.
According to our experiments, . = 500 m is a good choice for
quick query processing.

We have observed similar experiment results for the block
degree threshold w, as shown in Fig. 14(b). A suitable w should
well distribute the road segment keys and facilitate query pro-
cessing. We find that w = 60° is a good setting for our testing
road networks.

Lastly, we explore the impact of capacity threshold A. If a
hexagon covers more than A road segments, it is divided into
sub-hexagons. Therefore, a small A will generate many sub-
hexagons and thus increase the query time. While a larger A
allows each hexagon to contain more road segments, and thus
more irrelevant road segments are returned. Fig. 14(c) suggests
that A = 256 can lead to the smallest query time.

VII. RELATED WORK

Map matching: Existing map matching works can be clas-
sified into two major categories, i.e., traditional model-based
approaches and emerging learning-based approaches.

Traditional map matching models can be further divided into
four classes [7], i.e., similarity model, state-transition model,
candidate evolving model, and scoring model. Considering the
wide popularity of Hidden Markov model (HMM) in map
matching, we mainly discuss the HMM-based map matching
approaches, while readers can refer to [7], [25], [29] for a com-
prehensive survey. As introduced in Section II-B, HMM consists
of three stages for mapping a trajectory to its actual travel
route [41]. Existing HMM-based approaches follow this work-
flow, and primarily focus on improving the matching accuracy
by leveraging various information, e.g., road connectivity [32],
[42], travel speeds [17], [21], moving directions [8], [10], [20],
route choices [23], [49], [59], and driver behaviors [56]. Despite
the high matching accuracy, HMM-based approaches still suffer
from huge computation costs. Some research works make use
of parallel-computing frameworks, e.g., MapReduce [22] and
Spark [3], [58], or pre-computing techniques [54] to speedup
the map matching process for large trajectory datasets. However,
these methods require extra resources, e.g., clustered machines
or memory storage.

Different from these works, LiMM builds a novel learned road
network index and selects suitable searching ranges to opti-
mize candidate preparations, which determine the computation
complexity of HMM-based map matching approaches. Hence,
LiMM provides refined candidate sets for existing approaches and
thereby improves their efficiency.

Learning-based approaches exploit deep learning technique
and abundant historical trajectory data to learn deep models
that can directly transform a trajectory to its corresponding
route [14], [26], [45], [47]. For example, based on the sequence-
to-sequence (Seq2Seq) multi-task learning, MTrajRec [45] can
recover low-sampling-rate trajectories and map match them to
the road network simultaneously. DeepMM [14] exploits the
Seq2Seq framework with attention mechanism to map trajec-
tories to the road network. While DMM [47] utilizes a recurrent

neural network to identify the most likely travel route for a se-
quence of cellular trajectory. Additionally, LZMM [26] employs
multiple deep learning models to learn a mapping function from
trajectories to travel routes. However, learning-based approaches
heavily rely on massive well-labeled trajectories, and cannot
tolerant road network changes.

Indexes for spatial data: Many traditional index structures
can be employed to organize spatial data, and they are classified
into three categories [16]: (i) data partitioning based indexes,
e.g., R-tree [18] and R*-tree [4], (ii) space partitioning based
indexes, e.g., Quad-tree [15], Octree [39] and KD-tree [5], and
(iii) mapping based indexes, e.g., B+ tree [9] and UB-tree [44].
Existing HMM-based map matching approaches typically use
R-tree or Quad-tree to index road networks.

Recently, Kraska et al. [28] introduce the idea of learned
index to substitute traditional indexes with machine learning
models. The intuition is to learn the cumulative distribution
function (CDF) of a sorted dataset using implicit models that
can effectively remember the storage addresses of all data.
Some valuable learned index structures have been proposed
to extend the idea of learned index to spatial data, including
ML-index [11], Tsunami [13], LISA [30], LHist [31], RSMI [43],
Flood [40], and Qd-tree [55]. Since the spatial data are generally
multi-dimensional, these indexes thus first scale spatial data
into one-dimensional values, and then learn the CDF of values
with machine learning models [38]. For example, ML-index [11]
utilizes the iDistance technique [24] to map data points to
one-dimensional values and organizes them using multiple mod-
els. The state-of-the-art LISA [30] partitions data with grids
and transforms them into one-dimensional values based on the
numbered grid cells. The mapped values are further used to
train models. Different from these works, we propose a learned
index structure for the road networks by leveraging a novel
hexagon-based scaling method, which particularly considers the
characteristics of road segments.

Reinforcement learning (RL): RL aims to learn appropriate
actions from observed states and received rewards based on the
interactions between an agent and the environment [27]. Due
to its generality, RL has been widely applied to solving vari-
ous challenging problems, including vehicle dispatching [33],
arrangement of crowdsourcing tasks [46], network congestion
control [53], APP usage prediction [48], distance querying in
road networks [61], [62], and graph matching [50], [51]. In this
work, we employ RL to determine suitable searching ranges
for HMM-based map matching, which can greatly reduce the
subsequent computations.

VIII. CONCLUSION

In this paper, we present LiMM to alleviate the computation
bottleneck of HMM-based map matching. We design LiMM with
two functional modules, i.e., a learned road network index and
an RL-based adaptive searching range mechanism. The two key
designs together refine candidate states for existing HMM-based
map matching approaches, and thus improve their computation
efficiency. Extensive experiments are performed with three large
real-world trajectory datasets, and the results demonstrate that
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LiMM significantly outperforms baseline methods with an aver-
age speedup of 11.7x in terms of matching time, yet with a
subtle accuracy loss of only 1.8%.
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